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Background 

• Computational tools have been introduced to communication 
research (Hilbert et al., 2019; van Atteveldt & Peng, 2018).

• Three challenges:
• Slower adoption in communication science (programming training).
• Uneven distribution of tools in application (deep learning uncommon).
• Lack of measurement validity of the tools (accuracy concern). 



Our Aim
Promote valid, open, and affordable 

automated measures of sentiment & emotions 
through a free real-time web service.



Automated Measures of Emotions & Sentiment
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Word-based: Linguistic Inquiry and Word Count 
(LIWC; Tausczik & Pennebaker, 2010), NRC lexicon 
(Mohammad & Turney, 2013).

Traditional machine learning (ML) models: Support vector 
machine (SVM), Naïve Bayes, (shallow) fully-connected neural 
networks.

Deep learning models: Convolutional neural network (CNN), 
recurrent neural network (RNN), transformer models (e.g., BERT).

https://www.youtube.com/watch?v=-9vVhYEXeyQ&ab_channel=Peltarion
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Sentiment & Emotions Lexicons

https://datacritics.com/2018/03/14/three-text-sentiment-lexicons-in-r-tidytext/
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Shallow Neural Network vs. Deep Neural Network

Traditional Modern



Why is Deep Learning so Successful?

1. Improved model:  convolutional layer,  more layers (“deep”),  simpler activation 
(i.e., ReLU),  skip/residual connection (i.e., ResNet),  attention (i.e., Transformer)

2. Big data:  huge dataset,  transfer learning
3. Powerful computation:  graphical processing units (GPUs)

• Example of big data:  ImageNet (22K categories, 15M images)

Deng, Dong, Socher, Li, Li & Fei-Fei, “ImageNet: A Large-Scale Hierarchical Image Database,” IEEE CVPR, 2009.



Tools Integrated by TLSA 

Traditional Modern



Transformer- and Lexicon-Based 
Sentiment Analysis (TLSA)

Zhao, X., & Wong, C.-W. (2022). Automated Measures of Sentiment via Transformer- and Lexicon-Based Sentiment Analysis (TLSA). TechRxiv. https://doi.org/10.36227/techrxiv.21781109.v1

http://tlsa-service.ddns.net:5000/

http://tlsa-service.ddns.net:5000/
https://doi.org/10.36227/techrxiv.21781109.v1
http://tlsa-service.ddns.net:5000/


Input: Data Format

Category 
(Optional)

Input Text 
(Required)



1st Output: Accuracy Metrics 



2nd Output: Sentiment Scores 
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