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Abstract—Paper surfaces can be used for anticounterfeiting
due to their inherent and physically unclonable irregularities.
Prior work used mobile cameras to capture paper’s microstruc-
ture with the help of camera flash. However, prolonged exposure
to flash in the workplace may harm the eyes of workers
involved in the authentication process. This work proposes an
authentication method that exploits indoor lighting without the
need for a camera flash. Indoor lighting has a lower strength
and leads to interference due to secondary reflections, making it
challenging to achieve a good authentication performance. To this
end, we create a digital twin (DT) replication of a real world in
which paper patches are captured under multiple lights, taking
account of key physics and optical laws. From simulations of DT,
we identify important factors to the authentication performance
and design an authentication method for an office setup. We have
experimented with three different types of paper and showed that
the DT-guided authentication method can achieve satisfactory
authentication performance without using active light sources.

Index Terms—Digital twin, camera flash, light reflection model,
normal vector, authentication, anticounterfeiting, physically un-
clonable function (PUF).

I. INTRODUCTION

Counterfeiting becomes more prevalent amid the restruc-
turing of the global supply chains, which affects everything
from consumer rights to public health, and to national security.
Paper-based surface authentication offers a robust, econom-
ical solution to the counterfeiting problem, leveraging the
unique random microstructures of paper created by wood
filaments [1]–[6]. This randomness at the microscopic level
serves as a natural fingerprint, making it ideal for verifying
valuable documents and expensive products. Clarkson et al. [3]
considered paper surfaces to be fully diffuse and proposed
the use of flatbed scanners to estimate surface normals as
the authentication feature. This method’s widespread use is
constrained by scanners’ lack of portability and the need for
specialized operating knowledge. To address the limitations,
Wong and Wu [5], [6] introduced a mobile camera-based au-
thentication method for estimating surface normals, offering a
more accessible solution for businesses, academic institutions,
and government agencies with document or product authenti-
cation needs. However, this method’s reliance on camera flash
poses a potential risk, as prolonged exposure to flash could
cause irreversible injuries to the retinas of workers [7], [8]
involved in authentication processes.
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Fig. 1: Proposed digital twin uses an image generator to
synthesize photos of paper patches by applying physics and
optical laws. The synthetic process was verified through a
perfect reconstruction test and thoroughly analyzed. This DT
simulation, as discussed in Section V-A, guided the design of
the proposed authentication method for a challenging office
setup without active light sources.

In this work, we propose an authentication approach that
eliminates the use of camera flash and relies on indoor lighting
to assure worker safety. At first glance, indoor lighting has
two challenges compared to using active light sources such
as camera flash. First, the arriving incident light may be
weaker, lowering the accuracy of estimated surface normals.
Second, shadows and secondary reflections by walls and other
reflective objects indoors may alter the visual appearance of
paper patches. Both will make adapting paper-surface-based
authentication methods from [3] or [5], [6] difficult, if not
impossible. To overcome the aforementioned challenges, we
introduce a digital twin (DT) to guide the design of a physical
authentication method under indoor lighting. The proposed
DT, as shown in Fig. 1, consists of an image generator that
renders camera photos from surface normals by taking into
account physics and optical laws, indoor lighting environment,
camera behaviors, and postprocessing steps. DT simulates real-
world camera operations and subsequent processing, thereby
generating synthetic photos that closely resemble real ones.
The postprocessing includes spatial blurring, detrending, and
histogram matching, which are seen in the verification al-
gorithms. A separate perfect reconstruction test box at the



bottom of Fig. 1 is used to ensure the correctness of DT in
its simplest configuration. The performance analysis block is
used for revealing important factors to facilitate the design
of a real-world authentication method under indoor lighting.
With insights learned from DT, we design an authentication
method for an office setup in the physical world and verify
its effectiveness with paper patches made from resume paper,
copy paper, and cardstock paper. The authentication results
suggest that verification without a camera flash is feasible.
The contributions of this paper are threefold:

• We build a digital twin to assist in developing a physical
authentication method that can verify a product through
photos captured under indoor lighting without the need
for a camera flash.

• We experimentally verify the effectiveness of our pro-
posed authentication method on real-world patches cap-
tured in an office setup.

• We mathematically prove that the capturing condition of
turning off one light is better than leaving one light on.

II. BACKGROUND AND RELATED WORK

Authentication techniques that capture unique features of
paper surfaces may be divided into two categories: visual [1],
[2], [9] and physical feature approaches [3]–[6], [10], [11].

Authentication via Visual Features. The visual approach
authenticates based on pixel intensities or handcrafted vi-
sual features of the paper. Buchanan et al. [1] employed a
laser scanner to characterize paper surfaces and used cross-
correlation of intensity measurements for authentication pur-
poses. Beekhof et al. [2] leveraged mobile phones equipped
with macro-lenses to capture paper surfaces, applying mini-
mum reference distance decoding for identification. Toreini et
al. [9] examined the patterns formed by light passing through
paper, capturing the visual rendering of intrinsic texture using
a consumer-grade camera. All these methods for detecting
paper surfaces rely on visual features, whereas the literature
reports that physical features are in general more reliable for
authentication [3], [6].

Authentication via Physical Features. The microstructures
of paper surfaces have random and intrinsic characteristics
and may, therefore, be used for unique identification. The
microstructures can be quantified through a norm map, which
is a collection of three-dimensional (3-d) surface normal
vectors projected onto the horizontal/xy plane. Assuming light
reflection is entirely diffuse, Clarkson et al. [3] proposed using
a flatbed scanner to acquire paper patches in opposite scanning
directions to estimate a scaled norm map. Wong and Wu [4]–
[6] avoided the use of scanners and proposed a method to
estimate the normal vector field from patches captured by a
mobile device’s built-in camera flash. Liu et al. [10] improved
reflection modeling by incorporating such factors as ambient
lighting and camera contrast adjustment. Liu and Wong [11]
analytically demonstrated that in the flatbed scanner setup,
specular reflection is not an important factor in estimating
norm maps. In this work, we demonstrate for the first time
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Fig. 2: A 3-d view of the capturing setup in the digital twin.
The blue-circled crosses indicate equally spaced light sources.
The red squares along a diagonal of the projected light matrix
were patch locations used in Section IV-C for assessing the
authentication performance within the digital twin. The light
sources are 2 m high above the patches.

that indoor lighting alone is sufficient for conducting norm
map-based authentication.
Digital Twin. A typical digital twin (DT) architecture in-
cludes three key components: the physical world, the virtual
world, and the interconnection between the two worlds [12]. In
the physical world of DT, cameras and/or sensors are used to
capture images with different resolutions, depths, and thermal
signatures, resulting in unique data properties [13]. In the
virtual world of DT, game engines such as Unity Perception
Package [14], Microsoft AirSim [15], and UnrealROX [16]
can generate a far greater number of high-resolution synthetic
images than can be captured in real life. Models trained on
these synthetic images can be fine-tuned with limited real-
world images for improved and more robust performance
in physical world inferences [17]. Traditional game engines,
while adept at rendering larger objects/scenes, struggle with
generating finer, microscopic details [18]. In this work, our
proposed digital twin is capable of synthesizing the subtle
intensity variations due to microstructures.

III. PROPOSED DIGITAL TWIN FOR PAPER PATCH
GENERATION, RENDERING, AND IMAGING

In this section, we propose a digital twin to model the gen-
eration process of camera-captured photos of paper patches in
the real world. We also incorporate several known processing
steps from verification algorithms.
Synthetic Paper Patches. In the proposed digital twin, we
model for each patch of a paper surface the only quantity that
is relevant for authentication purposes, namely, a matrix of
normal vectors. Since normal vectors typically point close to
straight up [6], we sample each normal vector in a spherical
coordinate from a narrow range of 5° in polar angle around
the vertical axis. These normal vectors will be used to produce
synthetic images using the fully diffuse reflection law.
Lighting Condition in a Simulated Room. We simulate
a structured indoor lighting environment that replicates an
office setup as illustrated in Fig. 2. Instead of using linear,
rectangular, or circular sources, we opt for point sources as
they can simplify the synthesis and analysis of patch photos.



Fig. 3: Raw synthetic photos of a paper patch generated in the
digital twin when experimented with a subset of lights #2,
#3, #5, and #6 as indicated in Fig. 2. The photos were
obtained under the image acquisition protocol mentioned in
Section IV-A, which sequentially turns off lights #5, #6, #3,
and #2, respectively, while keeping the rest three lights on.
(The contrast of the displayed images was enhanced for
visualization purposes.)

A matrix of nine lights is spaced 2 m apart horizontally and
3 m vertically and positioned at a height of 2 m above a flat
surface where the paper patch is placed. Our experimental
design for the digital twin’s validation and testing utilizes
merely lights #2, #3, #5, and #6. The remaining five lights are
used in the subsequent exploration of the effects of increasing
the number of light sources detailed in Section IV-C. The
walls of real indoor rooms are assumed to be smooth and
diffuse reflective surfaces, which may serve as secondary light
sources. The satisfactory physical-world experimental results
in Section V-C reveal that the digital twin does not need to
model this phenomenon in this initial work.
Laws of Light Reflection and Inverse Square. To generate
synthetic photos of paper patches, we utilize the fully diffuse
reflection model as in [3], [6], [10]. We ignore the specular
reflection component because the specular component is much
weaker than the diffuse component [6]. The pixel intensity lr
at a pixel location p can be written as follows:

lr = λ · l0 · n⊤v
/
∥v∥32, (1)

where unit vector n = [nx, ny, nz]
⊤ is the microscopic normal

direction at pixel location p of the paper surface; v/∥v∥2 is
the incident light direction pointing from location p to the
light source; albedo λ characterizes the physical capability of
the micro-surface for reflecting the light; l = l0/∥v∥22 is the
arriving light intensity at location p due to the inverse square
law, where l0 is the intensity at the light source.
Patch Photos Generation. We generate raw synthetic pho-
tos of patches by individually computing the pixel intensity for
each pixel location using the diffuse and decaying model (1).
For example, we can choose a set of three lights, e.g., lights #2,
#3, and #6, to obtain a raw synthetic photo. For normal vectors
of the paper patch, we use the synthetic ones generated in the
first subsection. For incident light vectors, each pixel location
has a combined vector from the three light sources. (See
Section IV-A for details.) A resulting raw synthetic patch of
200-by-200 pixels is shown as the left-most image in Fig. 3.
Simulated Camera Behaviors & Postprocessing. Captur-
ing images of paper patches with a camera and passing them
through a verification system may lead to additional spatial
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Fig. 4: A detailed view of the spatial or distributional pro-
cessing steps applied to a raw synthetic photo of a patch to
be verified, supplementing the generalized block in Fig. 1.
The spatial blurring filter models camera blur and the effect
of light diffusion in the patch. Detrending removes the spatial
trend not used in verification. Histogram matching generates a
final, processed synthetic patch that resembles the high-level
appearance of a real patch.

or distributional processing of the pixel intensities. In this
digital twin, we design a pipeline illustrated in Fig. 4 aiming
to capture needed processing traces like the real ones have.
The pipeline comprises three modules, namely, spatial blurring
filter, detrending, and histogram matching. We introduce them
as follows.

The spatial blurring filter models the spatial intensity mix-
ing/spreading caused by (i) the diffusion effect of the light
within the fiber structure [19] and (ii) the point spread function
of the camera [20]. In this first effort toward building a digital
twin, we capture the intensity spreading using a Gaussian
kernel, G(x, y) = (2πσ2)−1 exp [−(x2 + y2)/2σ2], where x
and y are the pixel coordinates, σ is the standard deviation
quantifying the spatial spread. We aim to search for the
best σ to enhance the similarity between synthetic and real
images. We parameterized real and synthetic images as first-
order autoregressive (AR) processes [21] and formulated a loss
function based on their respective AR parameters. We used
iterative search to find the best σ: first in a search range of [0.3,
1.30] in increments of 0.1 and then narrowed the range to [0.4,
0.7] in more precise increments of 0.01. We determined that
σ = 0.5 minimized the loss function. We provide a detailed
analysis in Section IX of the supplemental document.

The detrending process eliminates the slowly varying spatial
trends from raw synthetic images. Each spatial trend is induced
by a specific lighting setup. Given that previous work [6]
removed spatial trends in verification systems, they are not
modeled in the digital twin.

Histogram matching aims to match the pixels’ intensity
distribution of a detrended blurred synthetic image with that
of a real paper patch image. This process ensures that a final,
processed synthetic image, as shown in Fig. 5(c) mimics the
high-level appearance of a real patch, as shown in Fig. 5(a).
The presence of the dark and bright spots in the real image



(a) (b) (c)

Fig. 5: Images of (a) a real paper patch; and a synthetic
patch (b) after spatial blurring and detrending and before
histogram matching, and (c) after spatial blurring, detrending,
and histogram matching.

indicates regional, non-flat paper imperfections. We decided
not to model these slowly varying spatial trends in the digital
twin as they are removed in a practical authentication system
that uses high-frequency subbands of reconstructed heightmap
as the authentication feature [10], [11].

IV. SIMULATIONS WITH DIGITAL TWIN

In this section, we provide details for testing the digital twin
and the design of a normal vector estimator. We also conduct
various tests in the digital twin to evaluate the impact of lights
on designing a real-world authentication method.

A. Lighting Setup and Normal Vectors Estimator Design

To simulate in the digital twin, we employ the light con-
figuration in Fig. 2. They are point sources and arranged in
a rectangular grid spaced horizontally at 2 m and vertically
at 3 m apart. We choose the point source instead of other
common shapes for light sources, including rectangular and
linear, to reduce the design complexity of the normal vectors
estimator. The paper patch is, by default, placed at a coordinate
of (0.5 m, 0.5 m, 0 m). Since one needs N ≥ 3 photos to
estimate the three unknowns nx, ny, and nz of a normal
vector, we use four lights to generate four different lighting
conditions/photos for the patch. Each photo is captured by
turning off one light at a time and leaving the other three
lights on. Since our scenario involves multiple turned-on lights
except one, we can create an equivalent incident light vector by
summing the individual incident light vector from the turned-
on lights. This scenario of multiple turned-on lights is better
than that of a single turned-on light as described in Section VII
of the supplemental document. We analytically proved this
claim in Section VIII of the supplemental document.

Next, we design an estimator to estimate normal vectors
from synthetic photos of a patch generated in the digital twin,
using the pixel intensity of these photos and the corresponding
incident light vectors from all turned-on lights as inputs.
We adapt the linear regression approach from [6] to create
the estimator. The estimator works independently for each
pixel and estimates normal vectors using a system of four
equations. For example, when turning off light #1, we obtain
intensity contribution l

(k)
r = λl(k) · n⊤v(k) from each light

k ∈ {2, 3, 4}. Since the estimator is per pixel-based, we ignore

location p for clarity. Dividing by the scalar term λl(k) on both
sides and summing up all three equations, we obtain

ζ(1) =

4∑
k=2

l(k)r

/[
λl(k)

]
(2a)

= n⊤
( 4∑

k=2

v(k)
)

def
= n⊤v(−1), (2b)

where ζ(1) represents the aggregated pixel intensity due to all
three turned-on lights except light #1, and v(−1) is defined
as the combined incident light vector except light #1. When
blocking the second, third, and fourth lights, we obtain three
more equations alike, respectively. Hence, we can set up a sys-
tem of four equations ζ = Vn to solve for the normal vector
n for every pixel location, where ζ = [ζ(1), ζ(2), ζ(3), ζ(4)]⊤

and V = [v(−1), v(−2), v(−3), v(−4)]⊤.

B. Perfect Reconstruction Test

Similar to multirate signal processing/filterbank re-
search [22], we conduct perfect reconstruction (PR) tests
for our proposed DT and normal vector estimator to ensure
the correctness of our models. Four lights were used in
the PR tests. Synthetically generated normal vectors were
used as ground truth. We captured four distinct synthetic
photos to estimate the normal vectors. Given the pixel in-
tensities of the captured images, the arriving light inten-
sity, and the incident light direction vector, the estimator
should reconstruct the normal vectors with no error. To mea-
sure the reconstruction accuracy, we adopt cosine similarity
SC(nref,nest) = n⊤

refnest/(∥nref∥2∥nest∥2), and ℓ2 distance
d(nref,nest) = ∥nref − nest∥2 as performance metrics, where
nref and nest denote the reference and estimated normal
vectors, respectively. Perfect reconstruction should result in
a cosine similarity of one and an ℓ2 distance of zero. Our
proposed estimator achieves an average cosine similarity of
1 and an average ℓ2 distance of 10−16, indicating perfect
reconstruction of normal vectors. The estimator operates pixel-
wise for 200-by-200-pixel synthetic patches, and the average
was taken over 40,000 pixels.

C. Performance Analysis

We explore the performance of the proposed digital twin
under various configurations. We also investigate the impact of
the number of light sources and the location of paper patches.

Simulated Configurations. We study various DT configura-
tions and their differentiating factors’ impact on reconstruction
quality and present the results in TABLE I. Configuration A
represents the baseline perfect reconstruction test setup de-
tailed in Section IV-B. Configurations B to F deviate from per-
fect reconstruction by gradually including more factors. The
factors examined include uniform incident light assumption,
dynamic range expansion, spatial blurring, detrending, and
histogram matching. We discuss the following key result that
is relevant to the real-world authentication method design in
Section V-B: Configuration B assuming uniform incident light



TABLE I: Various Configurations in Digital Twin and Recon-
struction Quality.

Configuration Cos-sim ↑ ℓ2 dist ↓
(A) Raw synthetic photo (PR test) 1 10−16

(B) Uniform incident light + (A) 0.90 0.43
(C) Dynamic range expansion + (B) 0.84 0.51
(D) Postprocessing1 + (C) 0.80 0.57
(E) Dynamic range expansion + (A) 0.63 0.82
(F) Postprocessing1 + (E) 0.60 0.86
1 The postprocessing includes spatial blurring, detrending, and histogram

matching.

Uniform Incident light

Dynamic Range Exp.

Dynamic Range 
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Fig. 6: Reconstruction quality in terms of average cosine sim-
ilarity for all configurations of TABLE I w.r.t. (a) the number
of light sources, (b) the locations of a paper patch. The plots
reveal that more lights or being closer to the geometric center
of lights improve paper patches’ authentication performance.

reduces cosine similarity by 0.10. In the capturing setup of
Fig. 2, light sources are relatively far away when considering
the physical dimension of the paper patches. It is reasonable
to make a simplified assumption that all pixels are receiving
light of the same strength and from the same direction. Due
to its limited negative impact on performance, we adopt this
uniform lighting assumption in Section V-B’s design of the
physical authentication method.

Number of Light Sources. For the most part of this
work, we evaluate the estimator’s performance using NL = 4
lights. We now investigate the impact of the number of light
sources on the estimator’s performance using NL ∈ {4, . . . , 9}.
Fig. 6(a) reveals that as the light count increases, the per-
formance of the estimator improves almost linearly. This is
reasonable as the least-squares estimate improves with more
equations. We note that for designing a real-world authenti-
cation method in Section V, using a baseline of four lights
can simplify the lighting setup while not incurring penalties
proportional to the geometric function of the light count.

Location of the Paper Patch. We investigated how the
location of a paper patch in the digital twin environment affects
the estimator’s performance. As the paper patch moves, the
arrival light intensity and the incident light direction for every
pixel of the patch change. We varied the location of the paper
patch along the diagonal joining (0 m, 0 m, 0 m) and (2 m, 3 m,
0 m) in Fig. 2. Nine different locations listed in Fig. 6(b) were
experimented. Fig. 6(b) reveals that as the patch moves from

1
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Fig. 7: The blue crosses indicate the lights. The red squares
along the diagonal are patch test locations that were chosen
with the help of the results of DT in Fig. 6(b). The patch
areas in each photo were lit with only three lights due to the
blockage of one of the four available lights, with shadows near
the edges resulting from the obstruction of an additional light.

the corner toward the geometric center (1.00 m, 1.50 m) of the
four lights, the performance improves. The best performance
of the estimator is achieved at the geometric center for every
configuration of TABLE I. This is due to symmetry, and we
plan to provide analytic proof in our extended version. This
result led us to pick candidate locations for real-world patches
in Section V-B from only one of four quadrants shown in
Fig. 7.

V. PROPOSED REAL-WORLD AUTHENTICATION METHOD

A. Digital Twin Guidance

Designing a paper surface-based physical authentication
method without active light sources such as camera flash could
be challenging due to the lower strength of arriving light at
the patch, resulting in a reduced signal-to-noise ratio (SNR)
for the captured images. This reduction in SNR can make the
precise estimation of the 3-d surface structure of paper patches
nontrivial, leading to an enlarged design space of a real-world
authentication method. We narrowed down the design space of
a real-world authentication method utilizing the digital twin.
First, the configuration of indoor lighting, which includes
factors like the shape of light sources and the number of
lights, is crucial to the authentication method design. We chose
circular-shaped light sources that closely approximate point
sources used in the digital twin in Section IV-A. Simulation
results from Section IV-C/Fig. 6(a) led us to adopt a baseline
of four lights for simplicity and with limited penalties for the
real-world setup. Second, the placement of the paper patch is
crucial for achieving satisfactory authentication performance
since the illumination contributions from various sources can
vary significantly at different locations. Fig. 6(b) aided us in
selecting probable locations of paper patches for performing
real-world image-capturing experiments. Third, through DT
experiments, we found that the proposed capturing condition
of turning off one light was better than leaving one light on,
and our subsequent analytic analysis in Section VIII of the



supplemental document supports this. We took a similar cap-
turing approach in real-world authentication. To summarize,
digital twin guided our design of a real authentication method
by identifying optimal configurations, thus saving time, effort,
and financial resources that would otherwise be spent on
extensive real-world experiments.

B. Experimental Design in Real World

As shown in Fig. 7, we selected an office setup where
the indoor lights were arranged in a grid and the lights
were circular-shaped. Three paper types, namely, copy paper,
resume paper, and cardstock paper, were used in experiments.
The right panel of Fig. 7 shows four photos of the same piece
of resume paper with a printed tripatch alignment pattern [6].
Images were acquired with an iPhone 6s. Since the estimator’s
performance in DT is symmetric around the geometric location
of the grid as revealed in Fig. 6(b), we varied the locations
of paper patches along the diagonal line extending up to the
geometric center in the office setup, as shown in Fig. 7.

We captured photos of real patches using four lights, which
is the smallest-scale real-world lighting setup. Since the dis-
tance between a light and a patch is much greater than the
physical dimension of the patch, this lighting setup closely
approximates the uniform illumination condition analyzed in
Section IV-C. We opted to take images of paper patches with
multiple lights turned on, as this approach is superior to using
just a single turned-on light, as discussed in Section V-A and
proved in Section VIII of the supplemental document. The
photographer used his body to block one of the four lights
for each image captured. This casts a single shadow onto
the paper patch, effectively making the patch “perceive” only
three lights. While shadows are often viewed as detrimental
in image processing and computer vision, in our design, they
serve as a tactical capture method that eliminates the need
to turn off any lights. This approach can smoothly fit into
real-world workplace environments without disturbing other
coworkers’ workflow.

C. Authentication Performance of Real Patches

The authentication performance for three paper types placed
in four locations is summarized in TABLE II. We managed to
obtain meaningful authentication results in terms of nonzero
correlation coefficients1 for each location. This suggests that
our digital twin successfully guided the design of a real-world
authentication system in one shot, even though we did not
explicitly model secondary reflections in our estimator design.
We note that the resume paper performs the best with an
average median correlation of 0.43 for the x-component and
0.46 for the y-component. In comparison, cardstock paper
exhibits the lowest performance among the three paper types.
When compared to copy paper, cardstock paper shows an
average decrease of 0.11 in median correlation for the x-
component and 0.06 for the y-component. We note that the

1For this preliminary study, we skipped examining the correlations of
unmatched cases as they tend to be tightly concentrated around zero per prior
studies [4]–[6], [10], [11].

TABLE II: Median Correlation for Real-World Captured
Patches Without Camera Flash.

Location
Index

Resume Paper Copy Paper Cardstock
x y x y x y

1 0.26 0.44 0.16 0.14 0.09 0.14
2 0.42 0.53 0.15 0.09 0.07 0.07
3 0.47 0.49 0.23 0.18 0.10 0.04
4 0.56 0.40 0.27 0.11 0.12 0.02

Average 0.43 0.46 0.20 0.13 0.09 0.07

surface of the resume paper is the most textured, whereas
the surface of the cardstock paper is the smoothest. Our
experimental results imply that rougher surfaces are easier
to authenticate. We also notice a general trend of improved
performance as the patch moves toward the geometric center
of lights, which is consistent with the digital twin simulation
in Section IV-C/Fig. 6(b).

Finally, we compare our copy paper’s results (see the mid-
column of TABLE II) without camera flash to those reported in
the literature that leveraged flash. Wong and Wu [6] achieved
a correlation of 0.52–0.56 for copy papers using the x- or
y-component as the authentication feature. We note that the
indoor lighting setup, given its challenging nature, leads to
lower performance than the camera flash setup.

VI. CONCLUSION AND FUTURE WORK

We have proposed a paper-based authentication method that
leverages indoor lighting without the need for active light
sources. We have proposed a digital twin to aid the design of
the proposed method. In the digital twin, we have simulated
synthetic patches and analyzed the performance under various
configurations. With various important design factors revealed
by the digital twin, we have successfully developed an authen-
tication method for an office setup utilizing indoor lighting in
only one shot. The nonzero correlation results across three
different types of real-world paper surfaces suggest such an
authentication system without a camera flash is feasible. In
our expanded work, we plan to conduct more comprehensive
real-world verifications using more paper patches and lighting
setups. We also plan to include more theoretical analyses for
key enablers of the proposed method.
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VII. ALTERNATIVE LIGHTING SETUP & CORRESPONDING
NORMAL VECTOR ESTIMATOR DESIGN

Alternative Lighting Setup. We use four lights, i.e.,
lights #2, #3, #5, and #6, from Fig. 2 of the main paper
to generate four distinct photos of the patch. Each photo is
captured by turning on only one light at a time and leaving
the rest of the lights off.
Estimator Design. Utilizing the pixel intensities from four
photos of a synthetic patch and their corresponding incident
light vectors, the normal vector is estimated for each pixel
independently. For instance, when light #1 is turned on, the
intensity is l

(1)
r = λl(1) · n⊤v(1). Dividing by the scalar term

λl(1), we obtain ζ(1) = l
(1)
r

/[
λl(1)

]
= n⊤v(1), where ζ(1)

is the normalized pixel intensity due to light #1 and v(1) is
the incident light vector for light #1. Similarly, by turning
on the second, third, and fourth lights, we obtain three more
equations about n, respectively. Therefore, a system of four
equations ζ = Vn can be set up to solve for the normal
vector at each location, where ζ = [ζ(1), ζ(2), ζ(3), ζ(4)]⊤

and V = [v(1), v(2), v(3), v(4)]⊤.

VIII. PROOF: TURNING ONE LIGHT OFF IS BETTER THAN
LEAVING ONE ON

In this section, we mathematically justify that turning off
one light is better than leaving one light on. Without loss
of generality, we compare two light configurations using the
following two specific setups as illustrated in Fig. 8(a). In
Setup 1 of “turning one light on”, we turn on light #1 and
leave lights #2, #3, and #4 off. In Setup 2 of “leaving one light
on”, we leave on lights #2, #3, and #4 and turn off light #1.
It will be sufficient to prove that the vertical projection of the
combined incident light vector due to three turned-on lights is
greater than that of a single incident light vector due to one
light.
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Fig. 8: (a) Two lighting configurations for the proof in Sec-
tion VIII, and (b) relations among incident light vectors.

Before diving into the analysis of the two setups, we note
the following facts that help to streamline the proof. First, the
overall incident light resulting from all four possible lights is
pointing straight down due to symmetry, which we denote as

−→
OA. Second, the incident light vector solely due to light #1 is−−→
OB. Third, the overall incident light vector due to lights #2,
#3, and #4 is

−−→
BA, the difference between the aforementioned

vectors. Fourth, it is easy to prove that |
−→
OA| > |

−−→
BA| > |

−−→
OB|

and θ1 > θ2. We assume |
−−→
OB| = 1 and scale the other two

vectors accordingly to simplify the following derivation.
In Setup 1, the expected reflected intensity at O is

E
[
l(Setup1)
r

]
= E

[
λl · n⊤v1

]
(3a)

= λl · E[n]⊤v1 (3b)
= λl · [0, 0, 1]v1 (3c)

= λl · |
−−→
OB| cos θ1, (3d)

where l is the arriving light intensity at O, which is the same
for all four lights. In Setup 2, the expected reflected intensity
at O is

E
[
l(Setup2)
r

]
= E

[ 4∑
i=2

λl · n⊤vi

]
(4a)

= E
[
λl · n⊤(v2 + v3 + v4)

]
(4b)

= λl · |
−−→
BA| cos θ2. (4c)

Finally, the ratio of the expected intensities between Se-
tups 1 and 2 is

E
[
l
(Setup1)
r

]
E
[
l
(Setup2)
r

] =
|
−−→
OB| cos θ1
|
−−→
BA| cos θ2

(5a)

=
sin θ2
sin θ1

· cos θ1
cos θ2

(5b)

=
tan θ2
tan θ1

< 1. (5c)

Here, (5a) implies that comparing the reflected intensities un-
der two setups is reduced to comparing the vertical projection
lengths of the incident light vectors. Fig. 8(b) gives a geometry
interpretation.

IX. CHOICE OF σ FOR SPATIAL BLURRING FILTER

In the proposed digital twin, we aim to synthesize photos of
patches that resemble the high-level appearance of real patches
by using the appropriate value of the spatial filter spread σ.
One necessary condition is to ensure that the pixel intensity
distribution of the final processed synthetic image in Fig. 5(c)
matches that of the real patch image in Fig. 5(a). We construct
three statistical grounded loss functions to characterize the
difference in pixel intensity distributions as follows. All three
losses are built on the estimated row-wise and column-wise
AR(1) parameters for images.

The first two loss functions L1 and L2 are defined as
follows. L1 captures the difference of the mean AR parameters
between a real image and a synthetic image, namely,

L1(σ) = |ρ̄ real
row − ρ̄ syn

row|+ |ρ̄ real
col − ρ̄ syn

col |, (6)

where ρ̄ real
row and ρ̄ syn

row are the sample means of estimated
row-wise AR parameters for the real and synthetic image,
respectively. The quantities for columns are defined similarly.
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Fig. 9: Statistical grounded loss functions to enforce high-level
similarities between synthetic and real patches: (a) correlation
coefficient based, L1(σ), and (b) KL divergence based, L3(σ).
Both are minimized around σ = 0.5.

L2 captures the difference of the median AR parameters
between a real image and a synthetic image, namely,

L2(σ) = |ρ̃ real
row − ρ̃ syn

row|+ |ρ̃ real
col − ρ̃ syn

col |, (7)

where ρ̃ real
row and ρ̃ syn

row are the sample medians of the row-wise
AR parameters for the real and synthetic image, respectively.

The quantities for columns are defined similarly. The third loss
function L3 is based on the symmetric Kullback-Leibler (KL)
divergence between the probability mass functions (PMFs) for
the real and synthetic images defined below:

L3(σ) = DKL(P ||Q) +DKL(Q||P ) (8a)

=
∑
x

P (x) log
(

P (x)
Q(x)

)
+
∑
x

Q(x) log
(

Q(x)
P (x)

)
, (8b)

where P (x) and Q(x) are PMFs of estimated AR parameters
of the real and synthetic images, respectively.

For each of the aforementioned statistical grounded loss
functions, we iteratively searched for an optimal σ that en-
sures the maximum similarity between the real and the final
processed synthetic image. We used an initial search range of
[0.3, 1.30] with a step size of 0.1, and then narrowed down
the search range to [0.4, 0.7] with a more precise step size of
0.01. The first two losses achieved their minima at σ = 0.5,
as shown in Fig. 9(a), whereas the third loss achieved the
minimum at σ = 0.48, as presented in Fig. 9(b). Since the
difference between the optimal σ is small, we used σ = 0.5
to generate synthetic photos.


