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Machine Learning (ML) in the News
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Modern ML Capabilities:  Face Generation

◆ StyleGAN (2021):  A generative adversarial network (GAN) capable of 

generate photorealistic images by progressively adding details to 

lower resolution intermediate images.

◆ StyleGAN2 generated faces: https://thispersondoesnotexist.com/

◆ Can you tell which face is real? https://www.whichfaceisreal.com/
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https://nvlabs.github.io/stylegan3/

https://thispersondoesnotexist.com/
https://www.whichfaceisreal.com/
https://nvlabs.github.io/stylegan3/


Modern ML Capabilities:  Text to Image

◆ DALL·E (2021): 12-billion parameter version of generative pretrained 

transformer (GPT 3) trained to generate images from text descriptions.
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More examples (including paper and code): 

https://openai.com/blog/dall-e/

https://openai.com/blog/dall-e/


Modern ML Capabilities:  Image Editing

◆ Diffusion models (2023): Learned to generate images by guided denoising. 

5
Gal, R., Alaluf, Y., Atzmon, Y., Patashnik, O., Bermano, A. H., Chechik, G., and Cohen-Or, D., “An image is worth one word: Personalizing text-to-image 

generation using textual inversion,” ICLR, 2023.



Modern ML Capabilities:  Image to Video

◆ OpenAI’s Sora (2024):  Diffusion model + transformer + latent space 

+ tons of video training data ➔ “World simulator”

◆ Can simulate the physical world in motion:

 Complex scenes

 Multiple characters

 Specific motion types

 Accurate subject details

◆ Not good at accurate physics, causality

◆ Can also do image2video, video extension

◆ Highly relevant to visual artists, designers, filmmakers

6OpenAI’s Sora public release page and technical report.

Visual Demo

Visual 

Demo

https://openai.com/sora
https://openai.com/research/video-generation-models-as-world-simulators
https://openai.com/sora


Data Scientist is a Sexy Job
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DSs deal with 

unstructured data



Machine Learning is a Part of Our Life
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But it could 

generate wrong 

predictions :p



Machine Learning Philosophy

◆ It is important to understand the ideas behind the various techniques, in 
order to know how and when to use them.

◆ One has to understand the simpler/fundamental methods (2/3 of this 
course) first, e.g., linear / logistic regression, principal component analysis (PCA), 
in order to grasp the more sophisticated ones. 

◆ It is important to accurately assess the performance of a method, to know 
how well or how badly it is working.  Simpler methods often perform as 
well as fancier ones!

◆ This is an exciting research area, having important applications in 
engineering, natural/social sciences, industry, finance, …

◆ Statistical machine learning is a fundamental pillar (interview questions!) in 
the training of a data scientist/machine learning engineer. 
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Machine Learning Paradigms:  Unsupervised Learning

◆ Unsupervised Learning:  Learns from a set

of unlabeled data to discover patterns 

(mathematical representation), without 

human supervision.

◆ Objective is fuzzy.  For example, to find

 Groups of samples that behave similarly, e.g.,

k-nearest neighbors (kNN).

 Linear combinations of features with the most variation, e.g., 

principal component analysis (PCA).

◆ Difficult to judge how well the algorithm is doing.

◆ Can be useful as a preprocess. step for supervised learning.
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(James, Witten, Hastie, 

& Tibshirani, 2013)



Machine Learning Paradigms:  Unsupervised Learning

◆ Examples: 

 Movies grouped by ratings and behavioral data from viewers.

 Groups of shoppers characterized by browsing & purchasing histories.

 Subgroups of breast cancer patients grouped by gene expressions.

 Tweets grouped by latent topics inferred from the use of words.

◆ Principal component analysis (PCA) can also be used for visualization:
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“Top” view Dim. reduction from 

3-D to 2-D

Nonlinear dim. 

reduction tools:

t-SNE, UMAP
Each data point 

is a 3-D vector



Machine Learning Paradigms:  Supervised Learning

◆ Supervised learning:  Learns an input–output mapping based on 
labeled data.

◆ Terminology:

 Y:  output / label,  (outcome) measurement,  response,  target,  dependent 
variable.

X = [X1, …, Xp]:  A vector of p inputs, features, predictor (measurements), 
regressors, covariates, independent variables.

12(Li and Russakovsky, 2013)

x1

x2

xN



Machine Learning Paradigms:  Supervised Learning

◆ Major problems of supervised learning, regression vs. classification: 

 In regression, Y is quantitative, e.g., price, blood pressure.

 In classification, Y is qualitative / categorical, or a finite, unordered set, e.g., 

survived/died, cancer class of tissue sample).

• A qualitative label is a member of a finite, unordered set.

• Note: categorical ≠ ordinal.  But one can consider

ordinal numbers as categorical by ignoring

relative relations.

13(Li and Russakovsky, 2013)



Machine Learning Paradigms:  Self-Supervised Learning

◆ Self-supervised learning:*  A representation learning method where a 

supervised task is created out of the unlabeled data.

◆ Used to reduce the data labelling cost and leverage the unlabeled data.

◆ Examples:

14* https://towardsdatascience.com/self-supervised-learning-methods-for-computer-vision-c25ec10a91bd

(predict, word) → miss

(miss, from) → word

(word, previous) → from

(i) Autoencoder (ii) predicting missing word from 

the previous and next words.

Enco

der

Deco

der

100×100 10×1 100×100

code

𝐱 ො𝐱
𝐳

https://towardsdatascience.com/self-supervised-learning-methods-for-computer-vision-c25ec10a91bd


Supervised Learning:  Classification

15Alex Krizhevsky, Ilya Sutskever, and Geoffrey Hinton, ImageNet Classification with Deep Convolutional Neural Networks, NeurIPS, 2012.

Goal of classification: 

Assign a categorical/ 

qualitative label, or a 

class, to a given input.

 Given an image, it 

returns the class label.

Optionally, provide a 

“confidence score.”



Example: Predict whether someone will have a heart attack on the 

basis of demographic, diet and clinical measurements.
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A scatter plot

𝑦 ∈ 0, 1

𝐱 =

sbp
tobacco

⋮
age



Example: Spam detection (using naïve Bayes classifier)
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𝑦 ∈ 0, 1

𝐱 ∈ ℝ57



Example: Identify the numbers in a handwritten zip code.
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Modified National Institute of Standards and Technology 

(MNIST) dataset:

𝑦 ∈ "0", "1", … , "9"

𝐱 ∈ 0,… , 255 28×28
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Example: Land use prediction via hyperspectral imaging. 

𝑦 ො𝑦

𝑥1 𝑥2 𝑥3

𝑥4

Consumer cameras vs 

hyperspectral cameras: 

3 vs >> 3 channels



Supervised Learning:  Regression
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Goal of regression: 

Assign a number to 

each input, e.g., 

horizontal coordinate 

of a nose tip.

Loosely, in ML, it is also 

called a “label.”

 Given a facial image, it 

returns the 2-D location for 

each key point of the face.

Yi Sun, Xiaogang Wang, Xiaoou Tang, Deep Convolutional Network Cascade for Facial Point Detection, CVPR, 2013.

𝐱(0) 𝐱(1)

𝐱(5)

𝐱(16)



Example: Wage prediction—Income survey data for males from the 

central Atlantic region of the USA in 2009.

21

y:

x:



Supervised Learning:  Definition

◆ Terminologies:

 Training data:     

 Test data:          

 True model  ftrue :

 Learned model  f :                       ( ^ : hat/cap, estimated/predicted) 

◆ Goal:  Given a set of training data      as the inputs, the learning 
task computes a learned model       such that it can generate 
accurate predicted outputs

from a set of new inputs                of the test data       whose 
labels                have never been taken into account when the 
model is computed.
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Quantifying the Accuracy of Prediction

◆ Quantify the accuracy of the learned model by a loss function (or 

cost/objective function), based on predicted output, ො𝑦𝑖, and the true 

output, 𝑦𝑖, namely,             .

◆ A typical choice for the loss function for a continuous-valued 

output is the mean squared error:

◆ Key ML assumption: Test data shouldn’t have been seen before (at 

the training stage), or there will be overfit.

23



Simplest Example:  Linear Model
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intercept

dependent var.

/observation independent var./predictor

noise: measurement noise, 

 biological variation

random 𝔼 𝑒𝑖 = 0

Explicitly write out all n eqs:



Linear Model in Matrix-Vector Form
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Linear Model with Multiple Predictors / Features

◆ Multiple (Linear) Regression Model: 

26

Explicitly write out each element:



Linear Regression Example
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How to estimate model parameters 𝛽0, 𝛽1, and 𝛽2?  Least-Squares!

Fill in the elements:



Linear Regression Example
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How to estimate model parameters 𝛽0, 𝛽1, and 𝛽2?  Least-Squares!



Least-Squares for Parameter Estimation
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Least-Squares via Vector Calculus

30Vector calculus cheat sheet (p. 521–527):  https://www.cs.cmu.edu/~epxing/Class/10701-08s/recitation/mc.pdf

Normal Equation (N.E.)

(Error orthogonal to data)

https://www.cs.cmu.edu/~epxing/Class/10701-08s/recitation/mc.pdf


Least-Squares via Partial Differentiation (optional)
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If linear algebra is not used, the derivation can be much more involved:

Normal Equation (N.E.)

(when X is full rank)



Ex:  Linear Model for Learning and Prediction

◆ Training data (3 data points / a random sample of size 3): 

 Feature/predictor 1: (2, 1, 1).  Feature/predictor 2: (1, 2, 1).  

 Labels: (1, 1, 1).

◆ Test data (2 data points / a random sample of size 2):

 Feature 1: (1.2, 1.8).  Feature 2: (0.9, 1.3).  

 Labels: (0.9, 0.8).

◆ Tasks: 

a) Learn a linear model without intercept. 

b) Evaluate the mean squared errors (MSEs) of training and testing.

32
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Estimated/

trained model 

parameters:

training 

data
a)

Predicted output based on training data:

feat.1 feat. 2

data point #1

data point #2
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Training error

(in MSE): 
b)

Testing error

(in MSE): 

testing 

data



Geometric Interpretation 

of Linear Models

35



Wait a minute … more on Linear Algebra

◆ Linear independence

◆ Vector space

◆ Dimension of vector space

◆ Rank of a matrix

36

(A comprehensive treatment of linear algebra can be found in Scheffe’s appendices. You may also consult your favorite linear 

algebra textbook.)

https://www.dropbox.com/s/0budechw7dj2y4y/ScheffeHenry_AppendicesIandII.pdf?dl=0


◆ Given                       . Defs:

◆ For “linearly dependent” case (when             ) , we may write:

◆ Ex: 

(linearly dependent)

(linearly independent)

Linear Independence of a Set of  Vectors

37

Why? 



Linear Independence of a Set of  Vectors (cont’d)

◆ Ex:

◆ Ex: 

38



Vector Space

◆ Def:  Vector space:  A set, V, of all vectors that are linear 

combination of              , i.e., 

   

        ’s are said to span the vector space, i.e., 

◆ Ex: 

39

, can be 

replaced 

by : or | 



Vector Space (cont’d)

◆ Def:  Vector space:  A set, V, of all vectors that are linear 

combination of              , i.e., 

   

        ’s are said to span the vector space, i.e., 

◆ Ex: 

40

, can be 

replaced 

by : or | 



Basis for  Vector Space

◆ Def:  A basis for V is a set of linearly independent vectors that span V.

◆ Ex:  Q1. What is V ?  Q2. Are vectors linearly independent?

41



Basis for  Vector Space

42

yes yes

yes no

◆ Def:  A basis for V is a set of linearly independent vectors that span V.

◆ Ex:  Q1. What is V ?  Q2. Are vectors linearly independent?



Dimension of  Vector Space

◆ Def:  The dimension of vector space V is the number of vectors in any/a 

basis for V (or the # of independent vectors in V).

◆ Column/row rank:  The dimension of column/row vector space, 

respectively.

◆ Ex:  What’s the column rank of matrix

It’s another way to ask: what’s the dimension of column vector space

43



Dimension of  Vector Space (cont’d)

◆ Approach 1:  By observation, we notice that any (and only) two 

pairs of vectors spanned V are linearly independent. Hence, we can 

immediately write out at least three bases: 

Hence, the column rank of X or dimension of vector space V is 2.

◆ Approach 2:  Define the three vectors to be               , respectively.

44

or or

they are 

linearly independent. 

So the dim/rank is 2.



Geometric Interpretation 

of Linear Models (for real)
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Least-Squares for Parameter Estimation

46

The solution of Least-Squares is given by the Normal Equation:



Geometric Interpretation of Least-Squares (LS)

◆ Remark:  The LS procedure finds a vector 𝜷, 

which results 𝐘 = 𝐗𝜷 in the column (vector) 

space of 𝐗, i.e., 𝒞 𝐗 = 𝐗𝐛, 𝐛 ∈ ℝ𝑝  such that

 𝐘 is as close as possible to 𝐲, or

 𝐘 − 𝐘 ⊥ 𝒞 𝐗 .

47

𝐗𝐛 =



Properties of Least-Square Estimate

48



Ex: Linear Model for Learning and Prediction

◆ Training data (3 data points / a random sample of size 3): 

 Feature/predictor 1: (2, 1, 1).  Feature/predictor 2: (1, 2, 1).  

 Labels: (1, 1, 1).

◆ Test data (2 data points / a random sample of size 2):

 Feature 1: (1.2, 1.8).  Feature 2: (0.9, 1.3).  

 Labels: (0.9, 0.8).

◆ Recall parameter estimation results: 

 Estimated weights: 

 Predicted outcome: 

 Sum of squared error/residue, or training error: 
49



Geometric Illustration of Data and Learned Model

50
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