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Machine Learning in the News

How IBM built Watson, its Jeopardy-playing
supercomputer by Dawn Kawamoto DailyFinance
02/08/2011

Learning from its mis-
takes According to David
Ferrucci (PI of Watson
DeepQA technology for
IBM Research), Watson’s
software is wired for more
that handling natural lan-

guage processing.

“It’s machine learning allows the computer to become smarter
as it tries to answer questions — and to learn as it gets them
right or wrong.”



For Today’s Graduate, Just One Word: Statistics

By STEVE LOHR
Published: August 5, 2009

RecoMEN
MOUNTAIN VIEW, Calif. — At Harvard, Carrie Grimes majored in
anthropelogy and archaeology and ventured to places like Honduras, E_Mfl:?N INTG
where she studied Mayan settlement patterns by mapping where -
artifacts were found. But she was drawn to what she calls “all the
computer and math stuff” that was part of the job. REFRINTS
SHARE
Erlarge This Image  ~ People think of field archaeology as
Indiana Jones, but much of what you SrowseRzD By
really do is data analysis,” she said. Ad ‘dIIl
NOW FLAYING

Now Ms. Grimes does a different kind | v stiecT Hearens
of digging. She works at Google,
where she uses statistical analysis of mounds of data to

come up with ways to improve its search engine.

Thor Swift for The New York Timss

Carrie Grimes, senior staf enginesr at
Google, uses statistical analysis of
data to help improve the company’s
search engine.

Ms. Grimes is an Internet-age statistician, one of many
who are changing the image of the profession as a place for
dronish number nerds. They are finding themselves

Multimedia inereasingly in demand — and even cool.

k‘j : R “I keep saying that the sexy job in the next 10 vears will be
\ : : statisticians,” said Hal Varian, chief economist at Google.

| EAaE: “And I'm not kidding.”
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Data Scientist is a Sexy Job

QUOTE OF THE DAY,
NEw YoORrRkK TIMES,
AucusT 5, 2009

"1 keep saying that the
sexy job in the next 10
years will be statisticians.
And I'm not kidding.”

— HAL VARIAN, chief

economist at Google.
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Machine Learning is a Part of Our Life
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Machine Learning Philosophy

¢ |tis important to understand the ideas behind the various techniques, in
order to know how and when to use them.

¢ One has to understand the simpler methods first, in order to grasp the
more sophisticated ones, e.g., linear / logistic regression, PCA.

¢ lItis important to accurately assess the performance of a method, to know
how well or how badly it is working. Simpler methods often perform as
well as fancier ones!

¢ This is an exciting research area, having important applications in
engineering, natural/social sciences, industry, finance, ...

¢ Statistical machine learning is a fundamental ingredient in the training of a
modern data scientist.
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Machine Learning Paradigms: Unsupervised Learning

Data lteration 1, Step 2a
¢ Unsupervised Learning: Learns from a set - .
] . ® ] [ .
of unlabeled data to discover patterns L s
(mathematical representation), without R .
human supervision. L S . O .
o ® o o
og’*.?: ) ..“.' .'?‘;;:.
¢ Objective is fuzzy. For example, to find P Page
+ Groups of samples that behave similarly,e.g., oo S
k-nearest neighbors (kNN). & Tibshiran, 2013)
+ Linear combinations of features with the most variation, e.g., )
principal component analysis (PCA).
., .
¢ Difficult to judge how well the algorithm is doing. .'-;&.

¢ Can be useful as a preprocess. step for supervised learning.
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Machine Learning Paradigms: Unsupervised Learning

¢ Examples:
+ Movies grouped by ratings and behavioral data from viewers.
+ Groups of shoppers characterized by browsing & purchasing histories.
+ Subgroups of breast cancer patients grouped by gene expressions.
+ Tweets grouped by latent topics inferred from the use of words.

¢ Principal component analysis (PCA) can also be used for visualization:
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Machine Learning Paradigms: Supervised Learning

¢ Supervised learning: Learns an input—output mapping based on
labeled data.

¢ Terminology:

+ Y: output/ label, (outcome) measurement, response, target, dependent
variable.

+ X =[X,,...,X]: Avector of p inputs, features, predictor (measurements),
regressors, covariates, independent variables.

Flute

(Li and Russakovsky, 201 3)



NC STATE UNIVERSITY

Machine Learning Paradigms: Supervised Learning

¢ Major problems of supervised learning, regression vs. classification:

+ In regression, Y is quantitative, e.g., price, blood pressure.

+ In classification, Y is qualitative / categorical, or a finite, unordered set, e.g.,
survived/died, cancer class of tissue sample).

* A qualitative label is a member of a finite, unordered set.

* Note: categorical # ordinal. But one can consider
ordinal numbers as categorical by ignoring
relative relations.

Flute

(Li and Russakovsky, 201 3)
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Machine Learning Paradigms: Self-Supervised Learning

# Self-supervised learning:” A representation learning method where a
supervised task is created out of the unlabeled data.

¢ Used to reduce the data labelling cost and leverage the unlabeled data.

¢ Examples: i) Autoencoder, ii) predicting missing word from the
previous and next words.

SN 7 (predict, word) =2 miss
X —d F /Z/ D= x (miss, from) = word
(word, previous) =2 from

TN

* https://towardsdatascience.com/self-supervised-learning-methods-for-computer-vision-c25ec10a9 | bd 10



https://towardsdatascience.com/self-supervised-learning-methods-for-computer-vision-c25ec10a91bd

NC STATE UNIVERSITY

Supervised Learning: Classification

Goal of classification:
Assign a categorical/
qualitative label, or a

. .Il. x ';.". .". 3 A : .‘ : - — I-: = ;:“. L] L]
mite container ship motor scooter eopard CIaSS, to a g|ven |nput.
1 mite container ship motor scooter ledpard
= black widow Iif:_l::_rat w-l;ar; F_J Chjagl:a::
cockroach amphibian mope eeta . R .
|' star'f’.i'.‘. aritiing plattorm et sé';’fplf:.'.’ :Zi' € Given an Image, It

T W R ‘ﬁr’&\& returns the class label.
: _.7’ = 25‘: p  Optionally, provide a
| ¥ a\,_ “confidence score.”
grille mushroom cherry aagascar cat
convertible agaric dalmatian squirrel monkey
grille mushroom grape spider monkey
pickup jelly fungus elderberry titi
beach wagon gill fungus |ffordshire bullterrier indri
fire engine || dead-man's-fingers currant howler monkey

Alex Krizhevsky, llya Sutskever, and Geoffrey Hinton, ImageNet Classification with Deep Convolutional Neural Networks, NIPS, 2012. 11
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Example: Predict whether someone will have a heart attack on the
basis of demographic, diet and clinical measurements.
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Example: Spam detection.

e data from 4601 emails sent to an individual (named George,
at HP labs, before 2000). Each is labeled as spam or email.

e goal: build a customized spam filter.

e input features: relative frequencies of 57 of the most
commonly occurring words and punctuation marks in these
email messages.

george you hp free ' edu remove

spam 0.00 226 0.02 052 0.51 0.01 0.28
email .27 1.27 0.90 0.07 0.11 0.29 0.01

Average percentage of words or characters in an email message equal

to the indicated word or character. We have chosen the words and

characters showing the largest difference between spam and email.

13
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Example: Identify the numbers in

MNIST dataset:

01 239267¥ 7

0| A2¥S€E]X7
01 L3US6/7% 9
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Example: Land use prediction via hyperspectral imaging.

Spectral Band 1 Spectral Band 2 Spectral Band 3

Land Usage Predicted Land Usage

Usage € {red soil, cotton, vegetation stubble, mirture, gray soil, damp

gray soil} 15
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Supervised Learning: Regression

Goal of regression:
Assign a number to
each input.

Loosely, ML people also
call it “label.”

€ Given a facial image,
it returns the 2D
location for each key
point of the face.

Yi Sun, Xiaogang Wang, Xiaoou Tang, Deep Convolutional Network Cascade for Facial Point Detection, CVPR, 2013. 16
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Example:Wage prediction—Income survey data for males from the
central Atlantic region of the USA in 2009.
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Supervised Learning: Definition

¢ Terminologies:

+ Training data: Dy = {(xi,9:) Fiy
4+ Test data: Die = {(Xi7 Yi) ?:Jrﬁl

+ True model fi..: vy = [fiue(x) With noise]
+ Learned model f: § = f(x)

¢ Goal: Given a set of training data D;; as the inputs, we would like
to compute a learned model f(-) such that it can generate accurate
predicted outputs

@,,;:f(Xi), r=n+1,....n+m,

from a set of new inputs {x;}77" | of the test data D, whose

labels {y;}7*" , have never been taken into account when the

model is computed. i
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Quantifying the Accuracy of Prediction

¢ Quantify the accuracy of the learned model by a loss function (or
cost/objective function), based on predicted output, y;, and the true

output, y;, namely, L(y,y).

¢ A typical choice for the loss function for a continuous-valued
output is the mean squared error:

1 n-+m
L(y,y) = — > (G — i)’
1=n—+1

¢ Key ML assumption: Test data shouldn’t have been seen before (at
the training stage), or there will be overfit.

19
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Simplest Example: Linear Model

Data: (z;,Y;), i=1,...,n
random E[e;] = 0

Model: Y; = go + /81337; +7?z
/ intercept noise: measurement noise, biological variation

dependent var.  independent var./predictor
/observation

0 = [By, $1]7 is the parameter vector/weights.

linear combination of unknowns 3y and 34
ElY;] = i= . .
Yil = Bo+ P with known coefficient 1 and z;.

20
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Linear Model in Matrix-Vector Form

&
—
M
'—l

_ |Bo _
’ ﬁ—[51]2x1’ .

d nx?2 L ""dnxl

>
I
P4
I

- dnxl

1
L'_I
1
Y =X3+e “Matrix—vector form”

data matrix

21
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Linear Model with Multiple Predictors / Features

¢ Multiple (Linear) Regression Model:

p
Y, = E ri;jB; +ei, t1=1,...,n.
J=1

Yx1 = XnXp/Bpxl T €enx1
T— vector of random elements

22
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Linear Regression Example

1/;;:/80+/61£C¢1+;82£U@'2+€q;, 1=1,...,50

l/i . grade Yl 1 T11 T12 ﬁO €1
x;1 : time spent on hw : = | : : Br |+ ¢
T;o : time spent on review | Ys0 | 1 @501 Ts02 B2 | €50 _

How to estimate model parameters (3, f1,and [,? Least-Squares!

23
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Least-Squares for Parameter Estimation
Problem Setup: Y = X3 + e, where X = [x;;].

Estimate 3 such that  J(83) = ||Y — X,8||2 is minimized.

or J(3) Z meﬁj

=1

This is called “least-squares.”

24
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Least-Squares via Vector Calculus

Recall: J(B3) = |[|[Y — X34

Method 1: VgJ(3) = 0,

XTy = XTXj3 XT(Y -XB)=0

(Error orthogonal to data)

Normal Equation (N.E.)

Vector calculus cheat sheet (p. 521-527): https://www.cs.cmu.edu/~epxing/Class/10701-08s/recitation/mc.pdf 25



https://www.cs.cmu.edu/~epxing/Class/10701-08s/recitation/mc.pdf

Least-Squares via Partial Differentiation (optional)

If linear algebra is not used, the derivation can be much more involved:

NC STATE UNIVERSITY

Method 2 : Recall: J(3) =37, (Yi D 37ij/6j)2

ﬂ_zn:g(y._zp:x.ﬂ.)i(_(...+x. 3 +))
86k_ 1 13 Mg 86k ik Mk

?,:1 le ~ vy

Vo

—Lik

o ’53:33'

. X7y — XTx3 | Normal Equation (N.E.)
L J

~

- B = (XTX)"'XTY (when Xis full rank)
where XY = [Z?:l ﬂfikYi}pxl , XX = [Z?:l %3%’9]

XX = [ i1 (Z?zl ﬂfimk)ﬁj}

pPXxXp

px1

26
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Ex: Linear Model for Learning and Prediction

¢ Training data (3 data points / a random sample of size 3):
+ Feature/predictor |: (2, I, ). Feature/predictor 2:(l,2, ).
+ Labels: (I, I, 1).

¢ Test data (2 data points / a random sample of size 2):
+ Feature I:(1.2, 1.8). Feature 2:(0.9, 1.3).
+ Labels: (0.9, 0.8).

¢ Tasks:
a) Learn a linear model without intercept.

b) Evaluate the mean squared errors (MSEs) of training and testing.

27
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2 1 1 .
a) X = 1 ) Y = [ 1 -‘ Y — Xﬁ +e (X, Y) : tralnlng

1 1 L 1 J data
Estimated/ A 1

trained model (3 = (XTX) X1y

parameters:

Predicted output based on training data:

. 12

4 1

=)
8

(N

~

Y =X3=

=Y, or

— b

1
1

28
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3
b Training error A\ 2 - .
) - SN (i —xTB) =LY = Y2 = 5| Y - XB|?

(in MSE):
12 —11
12 —11
8 —11

Testing crror Xtest — L2 09 ] Ytest — [ 09 ] (XtestaYtest) : teStlng
(in MSE): L. data

2

=3 - qz(1+1+9) =35 -7 =003

wl

1
3 112

5
AN\ 2 . .
% Z (yi - X? ) — %“Ytest — Ytest||2 = %HYtest - X‘-testﬁu2

DI =4l

2

2
1 —0.01

-2

29
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Geometric Interpretation
of Linear Models

30
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More on Linear Algebra

¢ Linear independence
¢ Vector space
¢ Dimension of vector space

€ Rank of a matrix

(A comprehensive treatment of linear algebra can be found in Scheffe’s appendices.You may also consult your favorite linear
algebra textbook.)

31


https://www.dropbox.com/s/0budechw7dj2y4y/ScheffeHenry_AppendicesIandII.pdf?dl=0
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Linear Independence of a Set of Vectors
& Def: Given {Vl, . ,Vn}. For 1 vy +---+a,v, =0,
If a; =0,Vs, then“linearly independent;”

If not all o; = 0, then “linearly dependent.”

¢ For “linearly dependent” case (when a; # 0) , we may write:
vi = Bovo + -+ BaVn Why?
¢ Ex vi=[1 2 1], vo=[1 0 1]".

1 a1 +ag =0 o —
0]=0 =¢{ 2014+0=0 ;‘{Of:o
1 a1 +ay =0 2=

1
2
1

o + = linearly independent

32
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Linear Independence of a Set of Vectors (cont’d)

B vi=[1 2 1], vy=[2 -4 —2]".

v, = —2v; = linearly dependent
}T

B vi=[1 2 1], vo=[1 0 1]",vs=[0 1 0]".

v1 = Vg + 2v3 = linearly dependent

33
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Vector Space

@ Def: Vector space: A set, V, of all vectors that are linear
combination of {v;}i-{ ,i.e.

n
V = {V — Zaiv,,;, a; € R}.
1=1
V;’s are said to span the vector space,i.e., V = span{v;,...,v,}.

‘EX: | 0 éf
V(l)_{ [O]+a2[1]7aZ€R G %S

ve —{n| ] |+r| L, | nezr) 3%

Ul
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Basis for Vector Space

¢ Def: A basis for V'is a set of linearly independent vectors that span V.

¢ Ex

35
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Dimension of Vector Space

¢ Def: The dimension of vector space V' is the number of vectors in
any/a basis of V.

¢ Column/row rank: The dimension of column/row vector space,
respectively.

¢ Ex: What’s the column rank of matrix

1 1 0
X=12 0 1|7
1 1 0
It’s just another way to ask: what’s the dimension of vector space
1 1 0

V:{V:al 2 | +ay| 0 | +as3| 1 ,oz,,;E]R}?
1 1 0

36
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Dimension of Vector Space (cont’d)

¢ Approach |: By observation, we notice that any two pairs of
vectors spanned V are linearly independent. Hence, we can
immediately write out at least three bases:

(L) e ARLEL = 1l

Hence, the column rank of X or dimension of vector space V'is 2.

¢ Approach 2: Define the three vectors to be vi,va,vs, respectively.

V = {v = ] (VQ + 2V3) + aava + 3 vs vy L vy = they are
linearly independent.

- {V = (o1 + az)ve + (201 + 0‘3)V3}' So the dim/rank is 2.

37
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Least-Squares for Parameter Estimation
Problem Setup: Y = X3 + e, where X = [x;;].

Estimate 3 suchthat  J(B3) = ||Y — X,8||2 is minimized.

or J(3) Z meﬁj
1=1

The solution of Least-Squares is given by the Normal Equation:
X (Y-XB)=0

38
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Geometric Interpretation of Least-Squares (LS)

@ The LS procedure finds a vector B in the column (vector) space of
X, i.e.,, C(X) = {Xb,b € RP} such that

+ Y = X is as close as possible to y, or
+(Y-Y) LeX).

(Y —Y)LC(X)
«— (Y -Y)LXb, VbeR?
= (Y-Y)=0, j=1,,p
= [€,..,8) (Y -XB)=0
— X'y =X"Xz3

Aim (ZZ()O) —r < ’F 39
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Properties of Least-Square Estimate

Ifrank(X)2r=p O| B =(XTX)"'XTY | is unique soluntion.

E[3] = E[(XTX)"1XTY] = (XTX)~ X7 (X3) = B3 (unbiased)

QY =XB=XX"X)"'XTY =HY

H : “hat” matrix, or “orthogonal projector.” H" = H. Why?

40



NC STATE UNIVERSITY

Ex: Linear Model for Learning and Prediction

¢ Training data (3 data points / a random sample of size 3):
+ Feature/predictor |:(2, I, 1). Feature/predictor 2: (1,2, ).
+ Labels: (I, I, 1).

¢ Test data (2 data points / a random sample of size 2):
+ Feature I:(1.2, 1.8). Feature 2:(0.9, 1.3).
+ Labels: (0.9, 0.8).

¢ Recall parameter estimation results:

: : ; T\ ' T 4 T
+ Estimated weights: B = (X X) XY =+ [1,1]
+ Predicted outcome: Y = X8 =+ [12,12, 8"

+ Sum of squared error/residue, or training error: Y - Y|? =&
41
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Geometric lllustration of Data and Learned Model

[III]T ,
|
’/w@ﬂa*"liﬁ
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