
ECE 492-45 Introduction to Machine Learning

2021 Fall Exam 2

Instructor: Dr. Chau-Wai Wong

This is a closed-book exam. You may use a scientific calculator with cleared memory, but not a

smart phone or computer. You should answer all four problems.

Problem 1 (25 pts)

(a) State one advantage of k-fold cross validation over leave-one-out cross validation (LOOCV).

(b) Given a random sample {5, 2,−1, 3, 0}, generate a bootstrap sample of the same size.

What is the chance that a bootstrap sample {2, 2, 2, 2, 2} is obtained? Justify your

answer.

(c) Mark the following true or false:

i. T As the regularization parameter increases, the ridge regression coefficient

estimates become smaller in magnitude in general.

ii. T As the regularization parameter increases, the flexibility of the ridge regres-

sion model decreases.

iii. F Lasso uses the ℓ2 penalty, whereas ridge uses the ℓ1 penalty.

iv. F Both lasso and ridge can makes some estimated coefficients exactly zero.

Problem 2 (25 pts) This problem relates to the QDA model, in which the observations in the ith

class with prior probability πi are drawn from Gaussian distribution with density function:

fi(x) =
1√
2πσi

e
− (x−µi)

2

2σ2
i , i = 1, 2. (1)

(a) Show that the discriminant score/function for class i is the following equation:

δi(x) = − 1

2σ2
i

x2 +
µi

σ2
i

x− µ2
i

2σ2
i

+ ln
πi
σi
. (2)

(b) Let µ1 = 2, µ2 = 7, σ1 = 2, σ2 = 1, and assume equal prior for both classes. Given

x = 5, predict which class the observation belongs to.
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Problem 3 (25 pts) Two classes’ PDFs are unit-variance Gaussian with mean 2 and 5, respectively.

You are given values of cumulative distribution function (CDF) for standard Gaussian evalu-

ated at a few locations, namely, Φ(0) = 0.5, Φ(−1) = 0.16, Φ(−2) = 0.02, Φ(−3) ≈ 0. These

Φ values will be useful when calculating error rates for part (b). Note that Φ(x) = P [X ≤ x],

where X ∼ N (0, 1).

(a) Draw the PDFs of two classes in the same plot. The x-axis must range from −1

to 8. Clearly label the mean for each class. Illustrate graphically Φ(0) = 0.5 and

Φ(−1) = 0.16.

(b) Illustrate graphically the false positive rate (FPR) and the false negative rate (FNR)

on the plot drawn for (a) using a specific threshold η that can reasonably convey the

definitions. For example, do not use an η that is too small, too larger, or sits at the

middle of two distributions. Calculate the numerical values of (FPR, FNR) pairs for

decision threshold η = −1, 0, 1, 2, 3, 4, 5, 6, 7, 8.

(c) Draw ROC curve using FPR as the horizontal axis and FNR as the vertical axis. Limit

the range of both axes to be [0, 1].

Problem 4 (25 pts) Response Yi ∼ B(n, pi) is a binomial random variable in which n is known.

The (conditional) PDF is shown as follows:

P[Yi = k|X˜ i = x˜i] =
(
n

k

)
pki (1− pi)

n−k, k ∈ {0, 1, . . . , n}. (3)

(a) Explain why the linear regression may not the best fit to find the relation between Yi

and a set of predictors Xi,1, . . . , Xi,q.

(b) One proposes to link the conditional mean µi and the predictors x˜i using a generalized

linear model shown as follows:

g(µi) = β˜Tx˜i (4)

where g(u) = log( u
n−u) and µi = E[Yi|X˜ i = x˜i] = npi. From the variable transformation

viewpoint, show that g(·) matches the ranges for the two sides of Eq. (4).

(c) Rewrite the PDF into an exponential family form shown as follows:

fY (y; θ) = exp

(
yθ − b(θ)

a(ϕ)
+ c(y, ϕ)

)
, (5)

where θ is the natural parameter. Show that g(·) in (b) is the canonical link function

when taking µi as the input.

2



Name:
Student ID:
Answer to Problem 1:



Answer to Problem 1 (cont’d):



Name:
Answer to Problem 2:



Answer to Problem 2 (cont’d):



Name:
Answer to Problem 3:



Answer to Problem 3 (cont’d):



Name:
Answer to Problem 4:



Answer to Problem 4 (cont’d):


